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Inferential Statistics with R

Correlation Analysis in Base R

cor(x,y) for two vectors

data(iris)

cor(iris$Sepal.Length, iris$Sepal.Width)   

# By default, Pearson correlation
cor(iris$Sepal.Length, iris$Sepal.Width, method = ("pearson"))   

# Specifically, Pearson correlation
cor(iris$Sepal.Length, iris$Sepal.Width, method = ("spearman"))   

# Specifically, Spearman correlation
cor(iris$Sepal.Length, iris$Sepal.Width, method = ("kendall"))   

# Specifically, Kendall correlation

# cor(x,y, method = ("xxxx"))

# This function provides only the correlation coefficients (r, rho or tau) 
and not the accompanying P values

http://www.kingston.ac.uk/


Inferential Statistics with R

Correlation Analysis in Base R

cor.test(x,y) for two vectors

data(iris)

cor.test(iris$Sepal.Length, iris$Sepal.Width)   

cor.test(iris$Sepal.Length, iris$Sepal.Width, method=("pearson"))   

cor.test(iris$Sepal.Length, iris$Sepal.Width, method=("spearman"))   

cor.test(iris$Sepal.Length, iris$Sepal.Width, method=("kendall"))   

# cor.test(x,y, method = ("xxxx")

# This function provides the correlation coefficients (r, rho or tau) 
and the accompanying P values

http://www.kingston.ac.uk/


Inferential Statistics with R

Correlation Analysis with Additional R Packages

https://rstudio-pubs-static.s3.amazonaws.com/240657_5157ff98e8204c358b2118fa69162e18.html
https://rstudio-pubs-static.s3.amazonaws.com/240657_5157ff98e8204c358b2118fa69162e18.html
http://www.kingston.ac.uk/


Inferential Statistics with R

Correlation Analysis in Base R

cor(x) for a matrix/dataframe

data(iris)

cor(iris[1:4], method = "spearman")     # OR: cor(iris[-5])   

Sepal.Length Sepal.Width Petal.Length Petal.Width

Sepal.Length 1.0000000  -0.1667777    0.8818981   0.8342888

Sepal.Width -0.1667777   1.0000000   -0.3096351  -0.2890317

Petal.Length 0.8818981  -0.3096351    1.0000000   0.9376668

Petal.Width 0.8342888  -0.2890317    0.9376668   1.0000000

Good but, how about statistical significance? 

http://www.kingston.ac.uk/


Inferential Statistics with R

Correlation Analysis with Additional R Packages

Hmisc::rcorr(as.matrix(x)) for a matrix/dataframe

install.packages("Hmisc")

library("Hmisc")

data(iris)

correlations  <- rcorr(as.matrix(iris[1:4]))

correlations

Sepal.Length Sepal.Width Petal.Length Petal.Width

Sepal.Length 1.00       -0.12         0.87        0.82

Sepal.Width -0.12        1.00        -0.43       -0.37

Petal.Length 0.87       -0.43         1.00        0.96

Petal.Width 0.82       -0.37         0.96        1.00

P

Sepal.Length Sepal.Width Petal.Length Petal.Width

Sepal.Length 0.1519      0.0000       0.0000     

Sepal.Width 0.1519                   0.0000       0.0000     

Petal.Length 0.0000       0.0000                   0.0000     

Petal.Width 0.0000       0.0000      0.0000 
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Inferential Statistics with R

Correlation Analysis with Additional R Packages

Options to deal with missing values:

cor(x,y, use="pairwise") 

# to leave out the pairs with missing values

cor(x,y, use="complete")

# to leave out the whole variable with any missing value

https://rstudio-pubs-static.s3.amazonaws.com/240657_5157ff98e8204c358b2118fa69162e18.html
https://rstudio-pubs-static.s3.amazonaws.com/240657_5157ff98e8204c358b2118fa69162e18.html
http://www.kingston.ac.uk/


Inferential Statistics with R

Correlation Analysis in Base R

http://www.kingston.ac.uk/
https://www.r-bloggers.com/five-ways-to-visualize-your-pairwise-comparisons/
https://www.r-bloggers.com/five-ways-to-visualize-your-pairwise-comparisons


Inferential Statistics with R

Correlation Analysis in Base R

Now, try this:
pairs(iris[1:4], pch = 21, lower.panel = NULL)

You may also want to try:
pairs(iris[1:4], pch = 21, upper.panel = NULL)

http://www.kingston.ac.uk/


Inferential Statistics with R

Correlation Analysis in Base R

You can also add colour:

SEE: 
http://www.sthda.com/english/wiki/scatter-plot-matrices-r-base-graphs

data(iris)

my_cols <- c("red", "blue", "green") 

pairs(iris[,1:4], pch = 19, cex = 0.5, col = my_cols[iris$Species], lower.panel=NULL)

http://www.sthda.com/english/wiki/scatter-plot-matrices-r-base-graphs
http://www.kingston.ac.uk/


Inferential Statistics with R

Correlation Analysis with Additional R Packages

http://www.sthda.com/english/wiki/scatter-plot-matrices-r-base-graphs
http://www.sthda.com/english/wiki/scatter-plot-matrices-r-base-graphs
https://www.rdocumentation.org/packages/psych
http://www.kingston.ac.uk/


Inferential Statistics with R

Correlation Analysis with Additional R Packages

data(iris)

library(psych)

pairs.panels(iris[1:4],

method = "spearman")

https://www.rdocumentation.org/packages/psych
http://www.kingston.ac.uk/


Inferential Statistics with R

Correlation Analysis with Additional R Packages

https://www.r-bloggers.com/five-ways-to-visualize-your-pairwise-comparisons/
https://www.r-bloggers.com/five-ways-to-visualize-your-pairwise-comparisons
https://www.r-bloggers.com/five-ways-to-visualize-your-pairwise-comparisons
https://www.r-bloggers.com/five-ways-to-visualize-your-pairwise-comparisons
https://www.r-bloggers.com/five-ways-to-visualize-your-pairwise-comparisons
http://www.kingston.ac.uk/


Inferential Statistics with R

Correlation Analysis with Additional R Packages

https://cran.r-project.org/web/packages/corrgram/corrgram.pdf
https://www.statmethods.net/advgraphs/correlograms.html
https://www.statmethods.net/advgraphs/correlograms.html
http://www.kingston.ac.uk/


Inferential Statistics with R

Correlation Analysis with Additional R Packages

library("corrgram")

data(iris)

corrgram(iris,

+          main = "Iris data with example panel functions",

+          lower.panel = panel.pts, upper.panel = panel.conf,

+          diag.panel = panel.density)

https://cran.r-project.org/web/packages/corrgram/corrgram.pdf
http://www.kingston.ac.uk/


Inferential Statistics with R

Correlation

install.packages("ellipse")

library("ellipse")

data(iris)

corrtab <- cor(iris[,1:4])

corrtab

round(corrtab, 2)

plotcorr(corrtab, mar = c(0.1, 0.1, 0.1, 0.1)) 

http://www.cookbook-r.com/Graphs/Correlation_matrix/
http://www.kingston.ac.uk/


Correlation matrix with heatmap using the R package "DescTools"

# DescTools:PlotCorr():
a <- cor(iris[-5])

PlotCorr(a) # generates a correlation matrix as a heatmap (based on correlation 
coefficients, which can be changed to Spearman etc within cor())

# Another PlotCorr() example with options: 
PlotCorr(cor(mtcars), col=Pal("RedWhiteBlue1", 100), border="grey", 

args.colorlegend=list(labels=Format(seq(-1,1,.25), digits=2), 

frame="grey"))

# SEE: https://www.rdocumentation.org/packages/DescTools/versions/0.99.19/topics/PlotCorr
for options of PlotCorr()

Inferential Statistics with R

Correlation

https://www.rdocumentation.org/packages/DescTools/versions/0.99.19/topics/PlotCorr
http://www.kingston.ac.uk/
https://www.rdocumentation.org/packages/DescTools/versions/0.99.19
https://www.rdocumentation.org/packages/DescTools/versions/0.99.19/topics/PlotCorr


Correlation matrix with heatmap using the R package "DescTools"
a <- cor(iris[-5])

PlotCorr(a) 

PlotCorr(cor(mtcars), col=Pal("RedWhiteBlue1", 100), border="grey", 

args.colorlegend=list(labels=Format(seq(-1,1,.25), digits=2), frame="grey"))

Inferential Statistics with R

Correlation

http://www.kingston.ac.uk/
https://www.rdocumentation.org/packages/DescTools/versions/0.99.19/topics/PlotCorr


Correlation matrix with heatmap using the R package "DataExplorer"

install.packages("DataExplorer")

library("DataExplorer")

data(iris)

plot_correlation(iris)      # All pairwise correlations with heatmap 

# For options, see: https://www.rdocumentation.org/packages/DataExplorer/versions/0.6.0/topics/plot_correlation

Inferential Statistics with R

Correlation

https://www.rdocumentation.org/packages/DataExplorer/versions/0.6.0/topics/plot_correlation
https://www.rdocumentation.org/packages/DataExplorer/versions/0.6.0
https://www.rdocumentation.org/packages/DataExplorer/versions/0.6.0/topics/plot_correlation
https://towardsdatascience.com/simple-fast-exploratory-data-analysis-in-r-with-dataexplorer-package-e055348d9619
http://www.kingston.ac.uk/


Inferential Statistics with R

Correlation

http://www.kingston.ac.uk/
https://dominicroye.github.io/en/2019/tidy-correlation-tests-in-r/


The t-test is used as a test of difference 
(between two means)

The means may be from unrelated (unpaired) or 
related (paired) samples

The t-test is a parametric test, and requires fulfilling of 
several assumptions 

There are alternatives for more than two samples, 
non-parametric ones and for the violation of variance 

assumption

Inferential Statistics with R

t-test 

http://www.kingston.ac.uk/


Assumptions of the t-test

✓ Data in each comparison group should be distributed 

normally 

✓ For two-sample t-test, the two datasets should be 

independent

✓ Variances of the two groups being compared should be 

comparable (up to 3 times difference; in the case of SD, 

up to 10 times difference)

Inferential Statistics with R

t-test 

http://www.kingston.ac.uk/


Typical questions tested by the t-test 
(for unpaired/independent samples)

Is there a difference between bone densities of males 
and females over 50 years? 

Is there a difference between the height of trees grown 
in two different clay types? 

Are two different types of diet resulting in a difference 
in milk production in cows?

Inferential Statistics with R

t-test 

http://www.kingston.ac.uk/


Inferential Statistics with R

t-test in R

Variable layout Sample layout

https://global.oup.com/uk/orc/biosciences/maths/hawkins3e/student/helpsheetsr/hawkins3e_3_t-test.pdf
http://www.kingston.ac.uk/


Inferential Statistics with R

t-test in R

Variable layout
(stacked/vertical)

Sample layout
(horizontal)

Create a subset of iris with two species and one 
variable: 

iris2 <- subset(iris[, 4:5], iris$Species == 

"virginica" | iris$Species == "setosa")

Create a subset of iris with one species and 
two variables: 

iris3 <- subset(iris[, 3:4], iris$Species == 

"setosa")

https://global.oup.com/uk/orc/biosciences/maths/hawkins3e/student/helpsheetsr/hawkins3e_3_t-test.pdf
http://www.kingston.ac.uk/


Inferential Statistics with R

t-test in R

Variable layout Sample layout

t.test(iris2$Petal.Width ~ iris2$Species)

{the grouping variable "Species" must be a factor}

t.test(iris3$Petal.Length, iris3$Petal.Width)

https://global.oup.com/uk/orc/biosciences/maths/hawkins3e/student/helpsheetsr/hawkins3e_3_t-test.pdf
http://www.kingston.ac.uk/


Inferential Statistics with R

t-test in R

https://www.rdocumentation.org/packages/stats/versions/3.5.1/topics/t.test
https://www.rdocumentation.org/packages/stats/versions/3.5.1/topics/t.test
https://www.rdocumentation.org/packages/stats/versions/3.5.1/topics/t.test
http://www.kingston.ac.uk/


Inferential Statistics with R

t-test in R

https://global.oup.com/uk/orc/biosciences/maths/hawkins3e/student/helpsheetsr/hawkins3e_3_t-test.pdf
http://www.kingston.ac.uk/


Inferential Statistics with R

t-test in R

http://www.kingston.ac.uk/
https://www.rdocumentation.org/packages/DescTools/versions/0.99.19


Inferential Statistics with R

t-test in R

One-sample t-test: 
You have a sample from a population. Given this sample, you want to know if 
the mean of the population could reasonably be a particular value m.

Apply the t.test function to the sample x with the argument mu = m:
> t.test(x, mu = m)

Demonstration: 
x <- rnorm(50, mean = 100, sd = 15)

t.test(x, mu = 95)
One Sample t-test

data: x

t = 3.2832, df = 49, p-value = 0.001897

alternative hypothesis: true mean is not equal to 95

95 percent confidence interval:

97.16167 103.98297

sample estimates:

mean of x

100.5723

http://www.kingston.ac.uk/


Inferential Statistics with R

t-test in R

Paired t-test: 
Perform a t test by calling the t.test function:
> t.test(x, y)
By default, t.test assumes that your data are not paired. 
If the observations are paired (i.e., if each xi is paired with one yi), then 
specify the argument paired = TRUE:
> t.test(x, y, paired = TRUE)

A t-test demonstration: 
a <- rnorm(25, 30, 5)        # To generate a sample of size 25 from a 
normal distribution with mean 30 and standard deviation 5
b <- rnorm(25, 25, 7)        # To generate a sample of size 25 from a 
normal distribution with mean 25 and standard deviation 7
t.test(a, b, paired = TRUE)  # To run the paired t-test 

# rnorm arguments: sample size (first); mean (second); SD (third)

http://www.kingston.ac.uk/


Inferential Statistics with R

t-test in R

A t-test demonstration: 
a <- rnorm(25, 30, 5) # To generate a sample of size 25 from a 
normal distribution with mean 30 and standard deviation 5
b <- rnorm(25, 25, 7) # To generate a sample of size 25 from a 
normal distribution with mean 25 and standard deviation 7
t.test(a,b)           # To run the t-test 

# Change the sample size (first argument) in a and b to show the statistical 
power concept 
# Change the SD (third argument) to show the effect of intra-group variability 
# Change the difference between means (second argument) to show the 
effect of difference in the mean (effect size)

http://www.kingston.ac.uk/


Inferential Statistics with R

t-test in R

How to check normality and equal variance assumptions

a <- rnorm(100, 30, 5) # To generate a sample of size 25 from a normal distribution with 
mean 30 and standard deviation 5

shapiro.test(a)       # To run the Shapiro test on vector a 

b <- runif(100, min = 20, max = 30)   # To generate a sample size of 25 random 
numbers between 20 and 30

shapiro.test(b)       # To run the Shapiro test on vector b

https://www.rdocumentation.org/packages/stats/versions/3.5.1/topics/shapiro.test
http://www.kingston.ac.uk/


Inferential Statistics with R

t-test in R

How to check normality and equal variance assumptions

See also: http://www.cookbook-r.com/Statistical_analysis/Homogeneity_of_variance

http://www.sthda.com/english/wiki/compare-multiple-sample-variances-in-r
http://www.kingston.ac.uk/
http://www.cookbook-r.com/Statistical_analysis/Homogeneity_of_variance


Inferential Statistics with R

t-test in R

An example for self-study

http://www.cookbook-r.com/Statistical_analysis/t-test/
http://www.kingston.ac.uk/


Inferential Statistics with R

t-test in R

http://www.kingston.ac.uk/
http://www.gardenersown.co.uk/Education/Lectures/R/


Inferential Statistics with R

ANOVA

The t-test is for the comparison of two means. 

For more than two means, analysis of variance (ANOVA) 

is used

http://www.kingston.ac.uk/


Inferential Statistics with R

ANOVA in R: One-way ANOVA

data(iris): Various measurements for three different 
species of iris

data(airquality): Various meteorological measurements 
in different months of the year 

https://global.oup.com/uk/orc/biosciences/maths/hawkins3e/student/helpsheetsr/hawkins3e_8_One-way_Anova.pdf
https://global.oup.com/uk/orc/biosciences/maths/hawkins3e/student/helpsheetsr/hawkins3e_8_One-way_Anova.pdf
http://www.kingston.ac.uk/


Inferential Statistics with R

ANOVA in R

https://global.oup.com/uk/orc/biosciences/maths/hawkins3e/student/helpsheetsr/hawkins3e_8_One-way_Anova.pdf
https://global.oup.com/uk/orc/biosciences/maths/hawkins3e/student/helpsheetsr/hawkins3e_8_One-way_Anova.pdf
http://www.kingston.ac.uk/


Inferential Statistics with R

ANOVA in R

One-way ANOVA: 

> data(airquality)

> oneway.test(airquality$Wind ~ airquality$Month)

One-way analysis of means (not assuming equal variances)

data:  airquality$Wind and airquality$Month

F = 3.5408, num df = 4.000, denom df = 73.788, p-value = 0.01067

> oneway.test(airquality$Wind ~ airquality$Month, var.equal = TRUE)

One-way analysis of means

data:  airquality$Wind and airquality$Month

F = 3.529, num df = 4, denom df = 148, p-value = 0.00879

> result <- aov(airquality$Wind ~ as.factor(airquality$Month))

> summary(result)

Df Sum Sq Mean Sq F value Pr(>F)

airquality$Month 4  164.3   41.07   3.529 0.00879

Residuals        148 1722.3   11.64

(The function aov() always assumes equal variance)                

http://www.kingston.ac.uk/


Inferential Statistics with R

ANOVA in R

A full ANOVA analysis example

https://bioinformatics-core-shared-training.github.io/linear-models-r/ANOVA.html
https://bioinformatics-core-shared-training.github.io/
http://www.kingston.ac.uk/


Inferential Statistics with R

ANOVA: Assumptions

https://www.rdocumentation.org/packages/stats/versions/3.5.1/topics/bartlett.test
http://www.kingston.ac.uk/


Inferential Statistics with R

ANOVA: Assumptions

http://www.instantr.com/2012/12/12/performing-bartletts-test-in-r/
http://www.kingston.ac.uk/


Inferential Statistics with R

ANOVA: Assumptions

Bartlett test for homogeneity of variances: 

> data(airquality)

> oneway.test(airquality$Wind ~ airquality$Month)

One-way analysis of means (not assuming equal variances)

data:  airquality$Wind and airquality$Month

F = 3.5408, num df = 4.000, denom df = 73.788, 

p-value = 0.0107

> bartlett.test(airquality$Wind ~ airquality$Month)

Bartlett test of homogeneity of variances

data:  airquality$Wind by airquality$Month

Bartlett's K-squared = 1.6178, df = 4, 

p-value = 0.8056       # P = 0.81 → variances are homogeneous

http://www.kingston.ac.uk/


Inferential Statistics with R

ANOVA: Assumptions

https://www.rdocumentation.org/packages/lawstat/versions/3.2/topics/levene.test
http://www.kingston.ac.uk/


> data(iris)

> var.test(iris$Sepal.Length, iris$Petal.Length)

F test to compare two variances

data:  iris$Sepal.Length and iris$Petal.Length

F = 0.22004, num df = 149, denom df = 149, p-value < 2.2e-16

95 percent confidence interval: 0.1594015 0.3037352

ratio of variances: 0.2200361

> var.test(iris$Sepal.Length, iris$Petal.Width)

F test to compare two variances

data:  iris$Sepal.Length and iris$Petal.Width

F = 1.1802, num df = 149, denom df = 149, p-value = 0.313

95 percent confidence interval: 0.8549641 1.6291105

ratio of variances: 1.180183

Check also:

> ks.test(iris$Sepal.Length, iris$Petal.Width)

> boxplot(iris$Sepal.Length, iris$Petal.Width) 

Inferential Statistics with R

ANOVA: Assumptions

http://r-statistics.co/Statistical-Tests-in-R.html
http://r-statistics.co/Statistical-Tests-in-R.html
http://www.kingston.ac.uk/


Inferential Statistics with R

ANOVA: Post-hoc tests

Tukey's HSD test as a post-hoc pairwise difference test:

data(iris)

result <- aov(iris$Sepal.Length ~ iris$Species)

summary(result)

TukeyHSD(result)

boxplot(iris$Sepal.Length ~ iris$Species, col = "orchid2", 

border = "red")

http://www.kingston.ac.uk/


Inferential Statistics with R

ANOVA in R

An example for self-study

http://www.cookbook-r.com/Statistical_analysis/ANOVA/
http://www.kingston.ac.uk/


Inferential Statistics with R

ANOVA in R

An example for self-study

http://www.sthda.com/english/wiki/one-way-anova-test-in-r
http://www.kingston.ac.uk/


Inferential Statistics with R

ANOVA in R

data(InsectSprays)

An example for self-study

http://homepages.inf.ed.ac.uk/bwebb/statistics/ANOVA_in_R.pdf
https://rstudio-pubs-static.s3.amazonaws.com/326337_2155b78b37f74027869879598fb0d614.html
http://www.kingston.ac.uk/


Inferential Statistics with R

ANOVA in R

A full tutorial on ANOVA

http://rtutorialseries.blogspot.com/?m=0
http://www.kingston.ac.uk/


Inferential Statistics with R

ANOVA in R 
Non-parametric version

http://shop.oreilly.com/product/9780596809164.do
http://www.kingston.ac.uk/


Inferential Statistics with R

t-test: Statistical Power

https://www.rdocumentation.org/packages/stats/versions/3.5.1/topics/power.t.test
http://www.kingston.ac.uk/


Inferential Statistics with R

ANOVA: Statistical Power

https://www.rdocumentation.org/packages/stats/versions/3.5.1/topics/power.anova.test
http://www.kingston.ac.uk/


Inferential Statistics with R

Regression Analysis in R

https://www.statmethods.net/stats/regression.html
http://r4stats.com/examples/statistics/
http://www.kingston.ac.uk/


Inferential Statistics with R

Regression Analysis in R

Typical regression analysis in R:

Univariable: 
data(iris)

attach(iris)

modelname <- lm(Sepal.Length ~ Sepal.Width)

summary(modelname)

plot(modelname)

Multivariable:
modelname <- lm(Sepal.Length ~ Sepal.Width + 

Petal.Length + Petal.Width)

summary(modelname)

plot(modelname)

# You can also explore interactions:

modelname <- lm(Sepal.Length ~ Sepal.Width * 

Petal.Length * Petal.Width)

http://www.kingston.ac.uk/


Inferential Statistics with R

Regression Analysis in R

http://fdslive.oup.com/www.oup.com/orc/resources/biosciences/maths/hawkins3e/student/helpsheetsr/hawkins3e_9_Regression.pdf
http://fdslive.oup.com/www.oup.com/orc/resources/biosciences/maths/hawkins3e/student/helpsheetsr/hawkins3e_9_Regression.pdf
http://www.kingston.ac.uk/


Inferential Statistics with R

Regression Analysis in R

http://r4stats.com/examples/statistics/
http://www.kingston.ac.uk/


Inferential Statistics with R

Regression Analysis in R

https://www.statmethods.net/stats/rdiagnostics.html

https://www.statmethods.net/stats/rdiagnostics.html
http://www.kingston.ac.uk/
https://www.statmethods.net/stats/rdiagnostics.html


Inferential Statistics with R

Regression Analysis in R

COEFFICIENT OF DETERMINATION (r2)
The coefficient of determination expresses the proportion of the variance in one variable that is

accounted for, or “explained,” by the variance in the other variable. It is found by squaring the 
value of r, and its symbol is therefore r2. So if a study finds a correlation (r) of 0.40 between salt 

intake and blood pressure, it could be concluded that 0.40 x 0.40 = 0.16, or 16% of the variance in 
blood pressure in this study is accounted for by variance in salt intake. A correlation between two 
variables does not demonstrate a causal relationship between the two variables, no matter how 
strong it is. Correlation is merely a measure of the variable’s statistical association, not of their 

causal relationship -so the correlation between salt intake and blood pressure does not 
necessarily mean that the changes in salt intake causes the changes in blood pressure. Inferring a 

causal relationship between two variables on the basis of a correlation is a common and 
fundamental error. Furthermore, the fact that a correlation is present between two variables in a 
sample does not necessarily mean that the correlation actually exists in the population. When a 
correlation has been found between two variables in a sample, the researcher will normally wish 
to test the null hypothesis that there is no correlation between the two variables (i.e., that r = 0) 

in the population. This is done with a special form of t-test.

http://www.kingston.ac.uk/


Inferential Statistics with R

Regression Analysis in R

Example

http://www.cookbook-r.com/Statistical_analysis/Regression_and_correlation/
http://www.kingston.ac.uk/


Inferential Statistics with R

Regression Analysis in R

https://uk.sagepub.com/en-gb/eur/discovering-statistics-using-r/book236067
http://www.kingston.ac.uk/


Inferential Statistics with R

Regression Analysis in R

https://www.statmethods.net/advstats/glm.html
http://www.kingston.ac.uk/
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Regression Analysis in R

Predictive model:  
case = -2.85 + (0.053 * age) + (-0.709 * parity) + (1.190 * induced) + (1.925 * spontaneous)

"age" is not statistically significant (P > 0.05) as a predictor

http://www.kingston.ac.uk/
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Regression Analysis in R

exp(beta coefficients) = odds ratio

http://www.kingston.ac.uk/
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Regression Analysis in R

The variable "spontaneous" is the strongest predictor of the outcome 
(coeff=1.925    SE=0.298   Z=6.447   P=1.14e-10  OR=6.3). 

Let's check the AUC value for its predictability power. 

http://www.kingston.ac.uk/


Inferential Statistics with R

Regression Analysis in R

The variable "induced" is the second strongest predictor of the outcome 
(coeff=1.189    SE=0.289   Z=4.104   P=4.06e-05   OR=3.3). 

Let's check the AUC value for its predictability power. 

plot.roc(infert$case, infert$induced, print.auc = TRUE, ci = TRUE)

http://www.kingston.ac.uk/
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Regression Analysis in R

The C-statistics for the whole model (including all predictors) can be calculated using 
the DescTools::Cstat function

library(DescTools); Cstat(fit)

[1] 0.7725039

# A reasonable model as C-stat > 0.70

# Models with C-stat > 0.80 are called 

strong

http://www.kingston.ac.uk/
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Now, run Script: s4.R

http://www.kingston.ac.uk/


Inferential Statistics with R
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http://www.shizukalab.com/toolkits/plotting-logistic-regression-in-r
http://www.kingston.ac.uk/
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http://www.shizukalab.com/toolkits/plotting-logistic-regression-in-r
http://www.shizukalab.com/toolkits/plotting-logistic-regression-in-r
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https://stackoverflow.com/questions/36685921/plot-logistic-regression-curve-in-r#36686468
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Regression Analysis in R

For more on logistic regression 
and on the use of " ggplot2 " 

for plot generation: 

http://www.cookbook-r.com/Statistical_analysis/Logistic_regression/
http://www.kingston.ac.uk/
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