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An Example

https://jamanetwork.com/journals/jama/fullarticle/2770279 

A meta-analysis of 10 randomised clinical trials with a clearly defined research question 
(Is administration of systemic corticosteroids associated with reduced 28-day mortality in 

critically ill patients with COVID-19?) and main outcome (28-day mortality) and several 
secondary outcomes which are assessed by the odds ratio (effect size) and its 95% 

confidence intervals. The summary result is presented in a forest plot. A table for the 
characteristics of included studies and a flowchart of study protocol are also included. 

http://www.kingston.ac.uk/
https://jamanetwork.com/journals/jama/fullarticle/2770279
https://jamanetwork.com/journals/jama/fullarticle/2770279


A Hands-on Example
Study <- c("DEXA COVID-19", "CoDEX", "RECOVERY")

OR <- c(2.00, 0.80, 0.59)

lower.OR <- c(0.21, 0.49, 0.44)

upper.OR <- c(18.7, 1.31, 0.78)

library(meta)

result  <- metagen(log(OR), lower = log(lower.OR), 

        upper = log(upper.OR),

        studlab = Study, sm = "OR")

result

    OR           95%-CI     z   p-value

Fixed effect model   0.6461 [0.5052; 0.8262] -3.48  0.0005

Random effects model 0.6508 [0.5011; 0.8453] -3.22  0.0013

forest(result)

http://www.kingston.ac.uk/
https://jamanetwork.com/journals/jama/fullarticle/2770279
https://jamanetwork.com/journals/jama/fullarticle/2770279


Meta-analysis

Meta-analysis literally means "analysis of analyses"

It is a quantitative research synthesis method to summarise the results of lots of 
studies with a single summary statistics

It is a pooled analysis of similar studies but uses special statistical methods 
(studies are weighted according to the inverse of their variance)

A meta-analysis provides a consolidated and quantitative review of a number of 
studies sometimes with conflicting results

When it is said to be the top method for providing strongest evidence for a 
treatment effect or causality, what is referred to is a meta-analysis of 

randomised clinical/controlled trials (RCTs)

Rigorously conducted and validated meta-analyses are useful tools in 
evidence-based medicine

http://www.kingston.ac.uk/


Meta-analysis

Meta-analysis of observational or non-randomised studies 

Observational studies are likely to be subject to unidentified sources of 
confounding and risk modification (unlike controlled trials) and pooling 

such findings may not lead to more certain outcomes 

Meta-analysis of observational or non-randomised studies does not have 

the same value as "meta-analysis of randomised controlled trials"

http://www.kingston.ac.uk/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3049418/
https://www.bmj.com/content/316/7125/140.full


"Meta-analysis of Randomised Controlled Trials"

Meta-analysis

http://www.bandolier.org.uk/painres/download/whatis/Syst-review.pdf
http://www.bandolier.org.uk/painres/download/whatis/Syst-review.pdf
https://www.foodinsight.org/Evaluating_Scientific_Evidence
https://www.foodinsight.org/Evaluating_Scientific_Evidence
http://www.kingston.ac.uk/


Meta-analysis

AIM FOR:
• Full coverage of published and 

unpublished studies
• Heterogeneity assessment. If 

high, exploration of potential 
sources, followed by subgroup 
analysis or meta-regression

• Exploration of sources of bias 
(including publication bias)

• Sensitivity analysis for 
identification of influential 
studies

http://www.kingston.ac.uk/
http://www.bandolier.org.uk/painres/download/whatis/Meta-An.pdf


Meta-analysis

Rationale and Merits

When multiple small / low-powered studies are inconclusive or conflicting, a meta-
analysis can be used for a conclusive result

Meta-analysis allows combination of several imprecise findings 
into a more precise one

(settles controversies arising from conflicting studies)

When multiple well-powered studies are available, obtaining a more precise 
summary effect size is the aim 

When lots of studies with lots of heterogeneity are available, it is not a good idea 
to do a meta-analysis ("mixing oranges and apples")

When lots of studies with similar (non-conflicting) results are available, there is not 
much point in doing a meta-analysis other than obtaining a more precise 

summary result

http://www.kingston.ac.uk/
https://handbook-5-1.cochrane.org/chapter_9/9_1_3_why_perform_a_meta_analysis_in_a_review.htm


Meta-analysis

Criticism and Perils

When there is a lot of heterogeneity, a meta-analysis is not a good method to use 
(likened to mixing oranges and apples)

When publication bias is evident, a meta-analysis will yield a misleading result

The results are meta-analysis are as good as the quality of individual studies 
included in the analysis

It is a utopic idea to be able to analyse all published and unpublished work on 
a specific subject 

"There are some statistical methods to rule out some of the above criticism in 
the assessment of quality / validation of a meta-analysis"

(assessment of heterogeneity, publication bias and sensitivity analysis)

http://www.kingston.ac.uk/


Meta-analysis

Criticism and Perils

The magnitude of observed effects, especially in meta-
analyses with limited evidence, is often inflated.

As more studies are added to initial meta-analyses in time, 
the effect sizes (clinical significance) gets smaller suggesting 
that early studies tend to have inflated results (partly due to 
publication bias). 

Temporal variation in effect sizes can be checked by subgroup 
analysis (by date) and by producing a Forest Plot which sorts 
the studies by their publication dates. Cumulative meta-
analysis is another option.

http://www.kingston.ac.uk/
https://pubmed.ncbi.nlm.nih.gov/21454050/
https://pubmed.ncbi.nlm.nih.gov/21454050/


Meta-analysis
Observational Studies vs Randomised Clinical Trials

http://www.kingston.ac.uk/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC2665367/pdf/9462324.pdf
http://www.metafor-project.org/doku.php/metafor
https://www.bmj.com/content/316/7125/140.full


Meta-analysis
Observational Studies vs Randomised Clinical Trials

Conclusion
Observational investigations and meta-analyses of 
observational studies need cautious interpretations. 
Their susceptibility to several, often sneaky, sources of 
bias should be carefully evaluated.

Meta-analysis of observational or non-randomised studies does not have 

the same value as meta-analysis of randomised controlled trials
"garbage in, garbage out"

http://www.kingston.ac.uk/
http://www.metafor-project.org/doku.php/metafor
https://www.sciencedirect.com/science/article/pii/S1043661820315371
https://www.sciencedirect.com/science/article/pii/S1043661820315371
https://jamanetwork.com/journals/jama/article-abstract/192614


Meta-analysis: Conduct

How to Conduct a Meta-analysis
(Systematic review followed by a meta-analysis)

Location of Studies for Inclusion
(Search criteria; databases to search; searching for unpublished studies)

Quality Assessment
(Inclusion-exclusion criteria; sensitivity analysis-after the meta-analysis)

Extracting/Calculating Effect Sizes
(Extract effect sizes, 95% CIs and sample sizes)

Checking Heterogeneity and Model Selection

Checking Publication Bias 

Method Validation 

Presenting Results

http://www.kingston.ac.uk/


PRISMA Guideline

Software and Tools

Meta-analysis: Conduct

http://www.kingston.ac.uk/
https://www.bmj.com/content/339/bmj.b2535.long
https://www.bmj.com/content/339/bmj.b2535.long


Meta-analysis: Conduct

http://www.kingston.ac.uk/
https://www.frontiersin.org/articles/10.3389/fphys.2019.00203/full
https://www.frontiersin.org/articles/10.3389/fphys.2019.00203/full


Meta-analysis: Conduct

http://www.kingston.ac.uk/
https://www.frontiersin.org/articles/10.3389/fphys.2019.00203/full
https://www.frontiersin.org/articles/10.3389/fphys.2019.00203/full
https://www.frontiersin.org/articles/10.3389/fphys.2019.00203/full


Meta-analysis: Conduct

http://www.kingston.ac.uk/
https://bpspsychub.onlinelibrary.wiley.com/doi/abs/10.1348/000711010X502733
https://bpspsychub.onlinelibrary.wiley.com/doi/abs/10.1348/000711010X502733
https://bpspsychub.onlinelibrary.wiley.com/doi/abs/10.1348/000711010X502733
https://www.discoveringstatistics.com/repository/fieldgillett/how_to_do_a_meta_analysis.html


Meta-analysis

For a meta-analysis, the effect sizes (yi) and their variance (vi) from each study is needed. For most 
meta-analytical tools, these values (if ratios) have to be natural log (ln) transformed for data input. 

Data Input

http://www.kingston.ac.uk/
http://www.metafor-project.org/doku.php/metafor
https://onlinelibrary.wiley.com/doi/10.1111/j.1756-185X.2012.01712.x
https://onlinelibrary.wiley.com/doi/10.1111/j.1756-185X.2012.01712.x


Meta-analysis

The variance may not be reported in individual papers, but can be estimated from 
confidence intervals

Data Input

Calculation of Variance from CIs:

Extracting summary statistics to perform meta-analyses of the published literature for survival 
endpoints (Stat Med 1998)

    Section 4.1 gives the formula for calculating the variance of a hazard ratio from confidence 
interval limit values 

    Section 4.2 (example 2) shows a calculation. Note that the denominator inside the squared 
brackets is 2*1.96 = 3.92 if 95% CIs are used 

Practical methods for incorporating summary time-to-event data into meta-analysis (Trial 2007)
    Section "3. Report presents HR and confidence intervals" in page 4 of the paper gives the formula 

for the calculation of variance from CI limits 
    Use 2*1.96 as the denominator for 95% CI and 2*1.64 for a 90% CI

http://www.kingston.ac.uk/
http://www.metafor-project.org/doku.php/metafor
https://onlinelibrary.wiley.com/doi/10.1002/(SICI)1097-0258(19981230)17:24%3C2815::AID-SIM110%3E3.0.CO;2-8
https://trialsjournal.biomedcentral.com/articles/10.1186/1745-6215-8-16


Meta-analysis

Random or Fixed Effect Model?

One of the decisions to be made when conducting a meta-analysis is whether to use a fixed-effects 
or a random-effects model. A fixed-effects model is based on the assumption that the sole source 
of variation in observed outcomes is that occurring within the study; that is, the effect expected 
from each study is the same. Consequently, it is assumed that the models are homogeneous; there 
are no differences in the underlying study population, no differences in subject selection criteria, 
and treatments are applied the same way. 

Random-effects models have an underlying assumption that a distribution of effects exists, 
resulting in heterogeneity among study results, measured by the parameter τ2 (tau-squared). 
Random-effects models is almost always the method of choice in medical research because the 
strong assumption that the effect of interest is the same in all studies is frequently untenable. The 
fixed effects model is definitely not appropriate when statistical heterogeneity (high τ2) is present in 
the results of studies in the meta-analysis. In the random-effects model, studies are weighted with 
the inverse of their variance and the heterogeneity parameter. Therefore, it is usually a more 
conservative approach with wider confidence intervals than the fixed-effects model where the 
studies are weighted only with the inverse of their variance. The most commonly used random-
effects method is the DerSimonian and Laird (DL) method.

Model Selection

http://www.kingston.ac.uk/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3049418/
http://www.metafor-project.org/doku.php/metafor


Meta-analysis

Random or Fixed Effect Model?

If in doubt, use random effects (RE) model!

Model Selection

If the differences in effects sizes are due to exclusively within-study variability (random 
variation), the fixed effect model is the correct choice. The within-study variance is what 

happens when the same study is repeated many times (which yield slightly different results 
due to random variation). In real-life, this happens if the same protocol has been strictly 

adhered to in all studies to be included in a meta-analysis, which is almost never the case.

http://www.kingston.ac.uk/
http://www.metafor-project.org/doku.php/metafor


Statistical Power Analysis

Meta-analysis

The R package  dmetar 
has a power.analysis() 
function for statistical 
power analysis

http://www.kingston.ac.uk/
https://bookdown.org/MathiasHarrer/Doing_Meta_Analysis_in_R/power.html
http://www.metafor-project.org/doku.php/metafor


Statistical Power Analysis

Meta-analysis

# The following script calculates statistical power for a meta-analysis to detect a 

summary effect size of 0.2, with an average sample size per group of = 50, a total of 15 

effect sizes, and moderate heterogeneity.

es <- 0.2 # Enter your summary effect size (Cohen's d equivalent)

as <- 50  # Average per number per group

mk <- 15  # Number of effect sizes

hg <- 1   # Heterogeneity (".33" for small, "1" for moderate, & "3" for large)

eq1 <- ((as+as)/((as)*(as))) + ((es^2)/(2*(as+as)))

eq2 <- hg*(eq1)

eq3 <- eq2+eq1

eq4 <- eq3/mk

eq5 <- (es/sqrt(eq4))

Power <- (1-pnorm(1.96-eq5)) # two-tailed

Power

http://www.kingston.ac.uk/
http://www.metafor-project.org/doku.php/metafor
https://osf.io/5c7uz/
https://osf.io/mbv9s/
https://osf.io/juzfg/


Meta-analysis

https://www.crcpress.com/Medical-Biostatistics-Fourth-Edition/Indrayan-Malhotra/p/book/9781498799539
https://www.crcpress.com/Medical-Biostatistics-Fourth-Edition/Indrayan-Malhotra/p/book/9781498799539
http://www.kingston.ac.uk/


Quality of Included Studies 

Heterogeneity 
(τ2 calculation; Q-statistics; I2; H2; G2 - Forest plot; Baujat plot; Radial (Galbraith) plot; L'Abbe plot)

Publication Bias
(Funnel plot; contour-enhanced funnel plot; (Duval & Tweedie's) trim-and-fill plot; 

regression-based adjustment; Forest plot by publication date/cumulative meta-analysis)  

Small Study Effects

Outliers and Influential Studies 
(sensitivity /leave-one-out analysis; Baujat plot; Radial (Galbraith) plot)

Violation of Assumptions of Statistical Modelling
(Model diagnostics like Q-Q plot to check normal distribution of effect sizes)

Threats to Validity of Meta-analyses

http://www.kingston.ac.uk/
http://www.metafor-project.org/doku.php/metafor


Proposes a structured review of 
the quality of the study

Table 4 - Examples of meta-
analyses to illustrate how other 
investigators have proceeded

Scoring the Quality of Clinical Trials for Meta-analysis

http://www.kingston.ac.uk/
https://static-content.springer.com/esm/art%3A10.1186%2F1471-2288-2-10/MediaObjects/12874_2002_24_MOESM2_ESM.pdf
https://bmcmedresmethodol.biomedcentral.com/articles/10.1186/1471-2288-2-10
https://static-content.springer.com/esm/art%3A10.1186%2F1471-2288-2-10/MediaObjects/12874_2002_24_MOESM2_ESM.pdf
https://static-content.springer.com/esm/art%3A10.1186%2F1471-2288-2-10/MediaObjects/12874_2002_24_MOESM4_ESM.pdf


Scoring the Quality of Clinical Trials for Meta-analysis

https://mcguinlu.shinyapps.io/robvis/
https://onlinelibrary.wiley.com/doi/10.1002/jrsm.1411
http://www.kingston.ac.uk/


Scoring the Quality of Clinical Trials for Meta-analysis

Words of Caution

http://www.kingston.ac.uk/
https://jamanetwork.com/journals/jama/fullarticle/191652
https://jamanetwork.com/journals/jama/fullarticle/191652
https://jamanetwork.com/journals/jama/fullarticle/191652


Scoring the Quality of Clinical Trials for Meta-analysis

Words of Caution

Using various available scores for quality assessment is not encouraged

http://www.kingston.ac.uk/
https://www.sciencedirect.com/science/article/pii/S0895435606001284
https://www.sciencedirect.com/science/article/pii/S0895435606001284


Assessing the Quality of Clinical Trials for Meta-analysis

http://www.kingston.ac.uk/
https://academic.oup.com/eurheartj/article/35/47/3336/2293217
https://academic.oup.com/eurheartj/article/35/47/3336/2293217


"The included studies are homogeneous if they share a common underlying true effect 
size; otherwise, they are heterogeneous. A fixed-effect model is customarily used when 

the studies are deemed homogeneous, while a random-effects model is used for 
heterogeneous studies" (Lin, 2016)

If the sole source of variation in observed outcomes is the within study variability, then 
there is no heterogeneity and the effect expected from each study is more or less the 

same (subject to random variation) > homogeneity

Clinical heterogeneity: Variability in the participants, interventions and outcomes
Methodological heterogeneity: Variability in study design and risk of bias

Sources of heterogeneity include: 
Differences in the underlying study populations

Differences in subject selection criteria
Differences in the treatments and their applications 

"Statistical examination of variability or heterogeneity in study results is a major step of 
the meta-analysis process"

If heterogeneity is present, the source should be explored and the summary measure 
must be interpreted with caution (generalisation becomes difficult)

Heterogeneity

http://www.kingston.ac.uk/
https://onlinelibrary.wiley.com/doi/10.1111/biom.12543


http://www.kingston.ac.uk/
https://s4be.cochrane.org/blog/2018/11/29/what-is-heterogeneity/
https://s4be.cochrane.org/blog/2018/11/29/what-is-heterogeneity/
https://s4be.cochrane.org/blog/2018/11/29/what-is-heterogeneity/


If the differences in effects sizes are due to 
exclusively within-study variability (random 
variation), the fixed effect model is the correct 
choice. The within-study variance is what happens 
when the same study is repeated many times 
(which yield slightly different results due to 
random variation).

http://www.cmaj.ca/content/172/5/661
http://www.cmaj.ca/content/172/5/661
http://www.kingston.ac.uk/


Heterogeneity

http://www.kingston.ac.uk/
https://bookdown.org/MathiasHarrer/Doing_Meta_Analysis_in_R
https://bookdown.org/MathiasHarrer/Doing_Meta_Analysis_in_R/heterogeneity.html


Tau-squared (τ2) quantifies the variance of the true effect sizes underlying the 
data used in meta-analysis. When the square root of τ2 is taken, the result is 
tau (τ), which is the standard deviation of the true effect sizes.

A great asset of τ is that it is expressed on the same scale as the effect size 
metric. This means that we can interpret it in the same as one would 
interpret, for example, the mean and standard deviation of the sample’s age 
in a primary study. The value of τ tells us something about the range of the 
true effect sizes.

The 95% confidence interval of the true effect sizes can be calculated by 
multiplying τ with 1.96, and then adding and subtracting this value from the 
pooled effect size.

*** Calculation of heterogeneity measures is based on the tau value ***

http://www.kingston.ac.uk/
https://bookdown.org/MathiasHarrer/Doing_Meta_Analysis_in_R
https://bookdown.org/MathiasHarrer/Doing_Meta_Analysis_in_R/heterogeneity.html
https://bookdown.org/MathiasHarrer/Doing_Meta_Analysis_in_R/heterogeneity.html


Baujat plots are diagnostic plots to detect studies which overly contribute to the 
heterogeneity in a meta-analysis

Heterogeneity

http://www.kingston.ac.uk/
https://bookdown.org/MathiasHarrer/Doing_Meta_Analysis_in_R
https://bookdown.org/MathiasHarrer/Doing_Meta_Analysis_in_R/heterogeneity.html
http://www.metafor-project.org/doku.php/metafor


Methods for calculation of the tau value

Heterogeneity

http://www.kingston.ac.uk/
http://www.metafor-project.org/doku.php/metafor
https://cran.r-project.org/web/packages/metafor/metafor.pdf
https://cran.r-project.org/web/packages/metafor/metafor.pdf


Methods for calculation of the tau value and heterogeneity metrics

Heterogeneity

Restricted maximum likelihood (REML) and Bayesian methods should be preferred over DerSimonian and Laird (DL) for 
estimating heterogeneity in meta-analysis especially when there is high heterogeneity in the observed treatment 
effects across studies.

Outliers can have great impact on conventional measures of heterogeneity and the conclusions of a meta-analysis… 
This article proposes several new heterogeneity measures. In the presence of outliers, the proposed measures are less 
affected than the conventional ones.

….. We identified 16 estimators for the between-study variance, seven 
methods to calculate confidence intervals, and several comparative studies. 
Simulation studies suggest that for both dichotomous and continuous data 
the estimator proposed by Paule and Mandel (PM) and for continuous data 
the restricted maximum likelihood (REML) estimator are better alternatives 
to estimate the between-study variance…..    

http://www.kingston.ac.uk/
http://www.metafor-project.org/doku.php/metafor
https://openscience.bmj.com/content/5/1/e100074
https://openscience.bmj.com/content/5/1/e100074
https://onlinelibrary.wiley.com/doi/10.1111/biom.12543
https://onlinelibrary.wiley.com/doi/10.1111/biom.12543
https://onlinelibrary.wiley.com/doi/10.1002/jrsm.1164
https://onlinelibrary.wiley.com/doi/10.1002/jrsm.1164


I2 is not sensitive to changes in the number of studies in the analysis. It is relatively easy to interpret, 
and many researchers understand what it means. Generally, it is not a bad idea to include I2 as a 
heterogeneity measure in our meta-analysis report, especially if we also provide a confidence 
interval for this statistic so that others can assess how precise the estimate is. However, despite its 
common use in the literature, I2 is not a perfect measure for heterogeneity either. It still heavily 
depends on the precision of the included studies (Borenstein et al. 2017; Rücker et al. 2008). I2 is 
simply the percentage of variability not caused by sampling error ϵ. If our studies become 
increasingly large, the sampling error tends to zero, while at the same time, I2 tends to 100% (simply 
because the studies have a greater sample size). Only relying on I2 is therefore not a good option. 

The value of τ2 and τ, on the other hand, is insensitive to the number of studies, and their precision. 
Yet, it is often hard to interpret how relevant τ2 is from a practical standpoint. Imagine, for example, 
that we found that the variance of true effect sizes in our study was τ2= 0.08. It is often difficult for 
ourselves, and others, to determine if this amount of variance is meaningful or not.

Prediction intervals (PIs) are a good way to overcome this limitation (IntHout et al. 2016). Prediction 
intervals give us a range into which we can expect the effects of future studies to fall based on 
present evidence. Say that our prediction interval lies completely on the “positive” side favouring the 
intervention. This means that, despite varying effects, the intervention is expected to be beneficial in 
the future across the contexts we studied. If the prediction interval includes zero, we can be less 
sure about this, although it should be noted that broad prediction intervals are quite common.

Heterogeneity

Prediction intervals from random-effects meta-analyses are a useful device for presenting 
the extent of between-study variation

Prediction Interval

http://www.kingston.ac.uk/
https://bookdown.org/MathiasHarrer/Doing_Meta_Analysis_in_R/heterogeneity.html
https://bookdown.org/MathiasHarrer/Doing_Meta_Analysis_in_R/references.html#ref-borenstein2017basics
https://bookdown.org/MathiasHarrer/Doing_Meta_Analysis_in_R/references.html#ref-rucker2008undue
https://bookdown.org/MathiasHarrer/Doing_Meta_Analysis_in_R/references.html#ref-inthout2016plea
https://bookdown.org/MathiasHarrer/Doing_Meta_Analysis_in_R
https://training.cochrane.org/handbook/current/chapter-10
http://www.metafor-project.org/doku.php/metafor


Heterogeneity

"The Prediction Interval represents the expected range of the true effects in future studies, making it easier 
to apply meta- analysis results to clinical practice. The PI is wider than the CI due to the heterogeneity 
between existing studies in a meta-analysis and future studies. A meta-analysis may have a CI not 
encompassing the null value (thus implying a statistically significant effect), but its PI could encompass the 
null, indicating that a future study could have opposite results" (Al Amer & Lin, 2021)

Prediction Interval

http://www.kingston.ac.uk/
https://onlinelibrary.wiley.com/doi/10.1111/eci.13524
https://onlinelibrary.wiley.com/doi/10.1111/eci.13524
http://www.metafor-project.org/doku.php/metafor


Heterogeneity

http://www.kingston.ac.uk/
https://bookdown.org/MathiasHarrer/Doing_Meta_Analysis_in_R
https://bookdown.org/MathiasHarrer/Doing_Meta_Analysis_in_R/heterogeneity.html


Heterogeneity

http://www.kingston.ac.uk/
https://bookdown.org/MathiasHarrer/Doing_Meta_Analysis_in_R
https://bookdown.org/MathiasHarrer/Doing_Meta_Analysis_in_R/heterogeneity.html


Heterogeneity

http://www.kingston.ac.uk/
https://bookdown.org/MathiasHarrer/Doing_Meta_Analysis_in_R
https://bookdown.org/MathiasHarrer/Doing_Meta_Analysis_in_R/heterogeneity.html


Heterogeneity

http://www.kingston.ac.uk/
https://bookdown.org/MathiasHarrer/Doing_Meta_Analysis_in_R
https://bookdown.org/MathiasHarrer/Doing_Meta_Analysis_in_R/heterogeneity.html


Radial (Galbraith) Plot

Another plot type that summarises the meta-analysis results 
(an alternative or supplement to forest plot)

The y-axis is the (ln) effect size and the x-axis is the precision 
(reciprocal of standard error); each study is shown according to its 

effect size and precision

It shows the no effect line (across from y=0) and the regression line 
through the origin whose slope of this line corresponds to the 

estimate of the overall effect size

The slope of an imaginary line from the origin (x=0; y=0) to any point 
representing a single study is equal to the (ln) effect size estimate 

corresponding to that point

It visualises the degree of heterogeneity of effect sizes: in the 
absence of substantial heterogeneity, around 95% of the studies to 

lie within the shaded area (95% CI)

It shows the outliers (any study falling outside the shaded area)

Heterogeneity

http://www.kingston.ac.uk/
http://www.metafor-project.org/doku.php/metafor
http://www.metafor-project.org/doku.php/metafor
https://www.stata.com/new-in-stata/galbraith-plots
https://www.stata.com/new-in-stata/galbraith-plots
https://www.jstor.org/stable/1270081


Heterogeneity
Meta-regression

Meta-regression is weighted 
regression of effect size on one 
or more covariates

http://www.kingston.ac.uk/
http://www.bandolier.org.uk/painres/download/whatis/Meta-An.pdf
http://www.bandolier.org.uk/painres/download/whatis/Meta-An.pdf
http://www.bandolier.org.uk/painres/download/whatis/Meta-An.pdf
http://www.metafor-project.org/doku.php/metafor


Graphical Display of Results and Model Diagnostics

http://www.kingston.ac.uk/
https://www.nature.com/articles/nature25753
https://www.nature.com/articles/nature25753


Graphical Display of Results and Model Diagnostics

http://www.kingston.ac.uk/
https://bmcmedresmethodol.biomedcentral.com/articles/10.1186/s12874-020-0911-9


Graphical Display of Results and Model Diagnostics

http://www.kingston.ac.uk/
https://bmcmedresmethodol.biomedcentral.com/articles/10.1186/s12874-020-0911-9
https://bmcmedresmethodol.biomedcentral.com/articles/10.1186/s12874-020-0911-9


Graphical Display of Results and Model Diagnostics

http://www.kingston.ac.uk/
https://bmcmedresmethodol.biomedcentral.com/articles/10.1186/s12874-020-0911-9
https://bmcmedresmethodol.biomedcentral.com/articles/10.1186/s12874-020-0911-9


Graphical Display of Results and Model Diagnostics

http://www.kingston.ac.uk/
https://bmcbiol.biomedcentral.com/articles/10.1186/s12915-017-0357-7
https://bmcbiol.biomedcentral.com/articles/10.1186/s12915-017-0357-7


Graphical Display of Results and Model Diagnostics

http://www.kingston.ac.uk/
https://bmcbiol.biomedcentral.com/articles/10.1186/s12915-017-0357-7
https://bmcbiol.biomedcentral.com/articles/10.1186/s12915-017-0357-7
https://bmcbiol.biomedcentral.com/articles/10.1186/s12915-017-0357-7


Graphical Display of Results and Model Diagnostics

http://www.kingston.ac.uk/
https://academic.oup.com/aje/article/169/2/249/96970
https://academic.oup.com/aje/article/169/2/249/96970


Graphical Display of Results and Model Diagnostics

http://www.kingston.ac.uk/
https://campbellcollaboration.org/images/presentaion/Graphical_Displays_in_Meta-Analysis_Tanner-Smith_2013.pdf
https://campbellcollaboration.org/images/presentaion/Graphical_Displays_in_Meta-Analysis_Tanner-Smith_2013.pdf
https://campbellcollaboration.org/images/presentaion/Graphical_Displays_in_Meta-Analysis_Tanner-Smith_2013.pdf
https://campbellcollaboration.org/images/presentaion/Graphical_Displays_in_Meta-Analysis_Tanner-Smith_2013.pdf
https://campbellcollaboration.org/images/presentaion/Graphical_Displays_in_Meta-Analysis_Tanner-Smith_2013.pdf
https://campbellcollaboration.org/images/presentaion/Graphical_Displays_in_Meta-Analysis_Tanner-Smith_2013.pdf


Radial (Galbraith) plots visualises the degree of heterogeneity of effect sizes and 
highlight the outliers 

Heterogeneity
Baujat plots are diagnostic plots to detect studies which overly contribute to the 

heterogeneity in a meta-analysis

http://www.kingston.ac.uk/
http://www.metafor-project.org/doku.php/metafor
https://www.stata.com/new-in-stata/galbraith-plots
https://www.stata.com/new-in-stata/galbraith-plots
https://www.jstor.org/stable/1270081
http://www.metafor-project.org/doku.php/metafor
https://bookdown.org/MathiasHarrer/Doing_Meta_Analysis_in_R/heterogeneity.html
https://bookdown.org/MathiasHarrer/Doing_Meta_Analysis_in_R


Presentation of Results

Results: P value and effect size (95% CI)
P = 0.009; SMD = 0.74 (95% CI = 0.18 to 1.30)

http://www.kingston.ac.uk/
https://www.asha.org/research/ebp/statistics-refresher/
https://www.asha.org/research/ebp/statistics-refresher


Forest Plot

Presentation of Results

A required plot for presentation of a meta-analysis

http://www.kingston.ac.uk/
http://www.metafor-project.org/doku.php/metafor
http://www.metafor-project.org/doku.php/metafor
https://s4be.cochrane.org/blog/2016/07/11/tutorial-read-forest-plot/
https://s4be.cochrane.org/blog/2016/07/11/tutorial-read-forest-plot/


Forest Plot

Presentation of Results

http://www.kingston.ac.uk/
http://www.metafor-project.org/doku.php/metafor
https://uk.cochrane.org/news/how-read-forest-plot
https://uk.cochrane.org/news/how-read-forest-plot


Forest Plot

Presentation of Results

http://www.kingston.ac.uk/
http://www.metafor-project.org/doku.php/metafor
https://www.jfmpc.com/temp/JFamMedPrimaryCare219-4502057_123020.pdf


Forest Plot

Presentation of Results

http://www.kingston.ac.uk/
http://www.metafor-project.org/doku.php/metafor
https://www.e-ijd.org/viewimage.asp?img=IndianJDermatol_2014_59_2_134_127671_f4.jpg


Forest Plot

Presentation of Results

http://www.kingston.ac.uk/
http://www.metafor-project.org/doku.php/metafor
https://bookdown.org/MathiasHarrer/Doing_Meta_Analysis_in_R/forest.html#forest-R
https://bookdown.org/MathiasHarrer/Doing_Meta_Analysis_in_R/forest.html


Forest Plot

Presentation of Results

http://www.kingston.ac.uk/
https://bookdown.org/MathiasHarrer/Doing_Meta_Analysis_in_R
https://bookdown.org/MathiasHarrer/Doing_Meta_Analysis_in_R/forest.html
http://www.metafor-project.org/doku.php/metafor


Forest Plot: Additional Resources

Presentation of Results

http://www.kingston.ac.uk/
http://www.metafor-project.org/doku.php/metafor
https://uk.cochrane.org/news/how-read-forest-plot
https://www.psychiatrist.com/jcp/psychiatry/understanding-meta-analysis-and-how-to-read-a-forest-plot/
https://www.erim.eur.nl/research-support/meta-essentials/interpret-results/the-forest-plot/


Forest Plot: Additional Resources

Presentation of Results

http://www.kingston.ac.uk/
http://www.metafor-project.org/doku.php/metafor
https://s4be.cochrane.org/blog/2016/07/11/tutorial-read-forest-plot/
https://www.bmj.com/content/351/bmj.h4028.full
https://bookdown.org/MathiasHarrer/Doing_Meta_Analysis_in_R/forest.html
https://bookdown.org/MathiasHarrer/Doing_Meta_Analysis_in_R/forest.html#forest-R
https://s4be.cochrane.org/blog/2016/07/01/forest-plot/


Publication bias is real and a significant problem

Publication Bias

http://www.kingston.ac.uk/
https://www.bmj.com/content/315/7109/640
https://www.bmj.com/content/315/7109/640
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC2127436/pdf/9310565.pdf
http://www.metafor-project.org/doku.php/metafor


Funnel Plot

Publication Bias

Funnel plot is based on the 
general statistical principle that 
"sampling error decreases as 
sample size increases"

https://www.crcpress.com/Medical-Biostatistics-Fourth-Edition/Indrayan-Malhotra/p/book/9781498799539
http://www.kingston.ac.uk/
https://www.crcpress.com/Medical-Biostatistics-Fourth-Edition/Indrayan-Malhotra/p/book/9781498799539
http://www.metafor-project.org/doku.php/metafor
https://campbellcollaboration.org/images/presentaion/Graphical_Displays_in_Meta-Analysis_Tanner-Smith_2013.pdf


Funnel Plot

Publication Bias

This is an annotated funnel plot used to assess asymmetry of which the main reason is publication 
bias (but there are others). Note that the results falling to the left of the vertical line for overall 

effect are not negative studies but their effect sizes are smaller than the overall (summary) effect 
size. This vertical line is not to be confused with the null effect line in a forest plot.

Also note that the dotted lines indicate the confidence interval limits which gets wider towards the 
bottom because the study precision decreases towards the bottom (hence the funnel shape).

http://www.kingston.ac.uk/
http://www.metafor-project.org/doku.php/metafor
https://toptipbio.com/funnel-plot/


Funnel Plot

Publication Bias

Note that publication bias is not the only reason for asymmetry in a funnel plot!

http://www.kingston.ac.uk/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC1120714/pdf/101.pdf
https://www.bmj.com/content/323/7304/101.long
http://www.metafor-project.org/doku.php/metafor


Preferred metric for y-axis is 
standard error (of the effect size) 
as a measure of precision.

Sample size, variance and other 
metrics are possible, but not 
recommended.

Funnel Plot

Publication Bias

http://www.kingston.ac.uk/
https://bookdown.org/MathiasHarrer/Doing_Meta_Analysis_in_R
https://bookdown.org/MathiasHarrer/Doing_Meta_Analysis_in_R/pub-bias.html
https://bookdown.org/MathiasHarrer/Doing_Meta_Analysis_in_R/pub-bias.html
http://www.metafor-project.org/doku.php/metafor


Funnel Plot

Publication Bias

http://www.kingston.ac.uk/
https://www.bmj.com/content/315/7109/629
https://www.bmj.com/content/315/7109/629
http://www.metafor-project.org/doku.php/metafor


Funnel Plot

Publication Bias

http://www.kingston.ac.uk/
https://www.bmj.com/content/315/7109/629
https://www.bmj.com/content/315/7109/629
https://www.bmj.com/content/315/7109/629
http://www.metafor-project.org/doku.php/metafor


Egger's regression line

Funnel Plot

Publication Bias

http://www.kingston.ac.uk/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC1120714/pdf/101.pdf
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC1120714/pdf/101.pdf
https://www.bmj.com/content/323/7304/101.long
http://www.metafor-project.org/doku.php/metafor
http://www.metafor-project.org/doku.php/metafor


Funnel Plot

Publication Bias

Statistical tests of asymmetry

Begg CB, & Mazumdar M. 
Operating characteristics of a 
rank correlation test for 
publication bias. Biometrics 
1994;50:1088-101

Egger M, Davey Smith G, 
Schneider M, & Minder C. Bias 
in meta-analysis detected by a 
simple, graphical test. BMJ 
1997;315:629-34 

Lin L & Chu H. Quantifying 
publication bias in meta-
analysis. Biometrics 
2018;74:785-94

http://www.metafor-project.org/doku.php/metafor
http://www.metafor-project.org/doku.php/metafor
https://www.rdocumentation.org/packages/metafor/versions/1.9-2/topics/regtest
https://rdrr.io/cran/altmeta/man/metapb.html
https://www.jstor.org/stable/2533446
https://www.bmj.com/content/315/7109/629
https://onlinelibrary.wiley.com/doi/10.1111/biom.12817


Meta-analysis results are not the final words

Funnel Plot

Publication Bias

http://www.kingston.ac.uk/
https://www.bmj.com/content/315/7109/629
http://www.metafor-project.org/doku.php/metafor
https://www.bmj.com/content/315/7109/629
http://www.metafor-project.org/doku.php/metafor


There are reasons for funnel plot asymmetry other than publication bias

Funnel Plot

Publication Bias

Note that publication bias is not the only reason for asymmetry in a funnel plot!

http://www.kingston.ac.uk/
https://www.bmj.com/content/315/7109/629
https://www.bmj.com/content/315/7109/629
http://www.metafor-project.org/doku.php/metafor
http://www.metafor-project.org/doku.php/metafor


Contour-enhanced Funnel Plot

Funnel Plot

Publication Bias

https://www.sciencedirect.com/science/article/pii/S0895435607004350
https://journals.sagepub.com/doi/10.1177/1536867X0800800206
http://www.metafor-project.org/doku.php/metafor
http://www.metafor-project.org/doku.php/metafor
https://onlinelibrary.wiley.com/doi/10.1002/jrsm.1468


Although asymmetry in the appearance of a funnel plot is often 
interpreted as being caused by publication bias, in reality the asymmetry 
could be due to other factors that cause systematic differences in the 
results of large and small studies, for example, confounding factors 
such as differential study quality.

If studies appear to be missing in areas of low statistical significance, 
then it is possible that the asymmetry is due to publication bias. If 
studies appear to be missing in areas of high statistical significance, 
then publication bias is a less likely cause of the funnel asymmetry.

Contour-enhanced Funnel Plot

Funnel Plot

Publication Bias

The contour overlay aids the interpretation of the funnel plot. For 
example, if studies appear to be missing in areas of statistical non-
significance, then this adds credence to the possibility that the 
asymmetry is due to publication bias. Conversely, if the supposed 
missing studies are in areas of higher statistical significance, this would 
suggest the cause of the asymmetry may be more likely to be due to 
factors other than publication bias, such as variable study quality.

https://journals.sagepub.com/doi/10.1177/1536867X0800800206
http://www.metafor-project.org/doku.php/metafor
http://www.metafor-project.org/doku.php/metafor
https://www.sciencedirect.com/science/article/pii/S0895435607004350
https://www.sciencedirect.com/science/article/pii/S0895435607004350


Contour-enhanced Funnel Plot

Funnel Plot

Publication Bias

http://www.kingston.ac.uk/
https://onlinelibrary.wiley.com/doi/10.1002/jrsm.1468
https://onlinelibrary.wiley.com/doi/10.1002/jrsm.1468
http://www.metafor-project.org/doku.php/metafor
http://www.metafor-project.org/doku.php/metafor


Absence of results in the marked area suggests publication bias (missing studies with 
unfavourable outcomes and higher SEs). Also, the top four studies with the least variation 

(lowest SE) are in the non-significant area. SE: standard error (reversed y-axis)

R package: metafor

Contour-enhanced Funnel Plot

Funnel Plot

Publication Bias

http://www.metafor-project.org/doku.php/metafor
http://www.metafor-project.org/doku.php/metafor


Trim and Fill Plot

Funnel Plot

Publication Bias

http://www.kingston.ac.uk/
https://bookdown.org/MathiasHarrer/Doing_Meta_Analysis_in_R
https://bookdown.org/MathiasHarrer/Doing_Meta_Analysis_in_R/pub-bias.html
http://www.metafor-project.org/doku.php/metafor


Clear evidence of missing publications 

with undesirable results 

Trim and Fill Plot

Funnel Plot

Publication Bias

http://www.kingston.ac.uk/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC1120714/pdf/101.pdf
https://www.bmj.com/content/323/7304/101.long
http://www.metafor-project.org/doku.php/metafor


Trim and Fill Plot

Funnel Plot

Publication Bias

Presumed 
missing studies 

http://www.kingston.ac.uk/
https://www.stata.com/features/overview/meta-analysis/#metasmall-trimfill
https://www.stata.com/features/overview/meta-analysis/
http://www.metafor-project.org/doku.php/metafor


Egger test requires a minimum of 10 
included studies to be valid (and many 
more if there is substantial 
heterogeneity)

Trim and Fill Plot & Egger test (linear regression or linreg)

Funnel Plot

Publication Bias

http://www.kingston.ac.uk/
https://bookdown.org/MathiasHarrer/Doing_Meta_Analysis_in_R
https://bookdown.org/MathiasHarrer/Doing_Meta_Analysis_in_R/pub-bias.html
https://bookdown.org/MathiasHarrer/Doing_Meta_Analysis_in_R/pub-bias.html
https://bookdown.org/MathiasHarrer/Doing_Meta_Analysis_in_R/pub-bias.html
http://www.metafor-project.org/doku.php/metafor


Funnel Plot

Publication Bias

http://www.kingston.ac.uk/
http://europepmc.org/backend/ptpmcrender.fcgi?accid=PMC1570006&blobtype=pdf
http://europepmc.org/backend/ptpmcrender.fcgi?accid=PMC1570006&blobtype=pdf
https://www.sciencedirect.com/science/article/pii/S0895435699002048
http://www.metafor-project.org/doku.php/metafor


Funnel Plot

Publication Bias

http://www.metafor-project.org/doku.php/metafor
https://www.bmj.com/content/343/bmj.d4002


Selection Models

Publication Bias

http://www.kingston.ac.uk/
https://bookdown.org/MathiasHarrer/Doing_Meta_Analysis_in_R
https://bookdown.org/MathiasHarrer/Doing_Meta_Analysis_in_R/pub-bias.html
http://www.metafor-project.org/doku.php/metafor


Publication Bias

http://www.kingston.ac.uk/
https://bookdown.org/MathiasHarrer/Doing_Meta_Analysis_in_R
https://bookdown.org/MathiasHarrer/Doing_Meta_Analysis_in_R/pub-bias.html


Publication Bias

http://www.kingston.ac.uk/
https://onlinelibrary.wiley.com/doi/full/10.1002/jrsm.1482
https://onlinelibrary.wiley.com/doi/full/10.1002/jrsm.1482


" In 2001, a study examined the influence of study size on study outcome 
(Kjaergard et al, 2001). Specifically a meta-analysis reviewed 190 randomized 
trials involving 8 different therapeutic interventions divided the various 
studies into those with more than 1000 participants and those with less than 
thousand participants. The results of this analysis were that the smaller sized 
studies had more positive therapeutic effects than those studies with the 
larger size. These researchers also reported that the larger studies were 
systematically less likely to report a positive effect, suggesting bias was easier 
to occur and have an impact in smaller studies. These researchers also looked 
at other bias control measures such as randomization and blinding and 
concluded that inadequate randomization and blinding leads to exaggerated 
estimates of the intervention's benefit. " (Clark & Mulligan, 2011)

Beware of Small Study Effects

https://www.acpjournals.org/doi/10.7326/0003-4819-135-11-200112040-00010
https://www.acpjournals.org/doi/10.7326/0003-4819-135-11-200112040-00010
https://www.sciencedirect.com/science/article/pii/S188319581000112X
https://www.acpjournals.org/doi/10.7326/0003-4819-135-11-200112040-00010
https://www.sciencedirect.com/science/article/pii/S188319581000112X
https://www.acpjournals.org/doi/10.7326/0003-4819-135-11-200112040-00010
http://www.kingston.ac.uk/


Radial (Galbraith) Plot

Another plot type that summarises the meta-analysis results 
(an alternative or supplement to forest plot)

The y-axis is the (ln) effect size and the x-axis is the precision 
(reciprocal of standard error); each study is shown according to its 

effect size and precision

It shows the no effect line (across from y=0) and the regression line 
through the origin whose slope of this line corresponds to the 

estimate of the overall effect size

The slope of an imaginary line from the origin (x=0; y=0) to any point 
representing a single study is equal to the (ln) effect size estimate 

corresponding to that point

It visualises the degree of heterogeneity of effect sizes: in the 
absence of substantial heterogeneity, around 95% of the studies to 

lie within the shaded area (95% CI)

It shows the outliers (any study falling outside the shaded area)

Outlier Detection

http://www.kingston.ac.uk/
http://www.metafor-project.org/doku.php/metafor
http://www.metafor-project.org/doku.php/metafor
https://www.stata.com/new-in-stata/galbraith-plots
https://www.stata.com/new-in-stata/galbraith-plots
https://www.jstor.org/stable/1270081


Radial (Galbraith) Plot

Outlier Detection

x-axis: precision (1/SE)
y-axis: standardised effect size (ln)
Summary effect size estimate: slope of 
the straight line (where it crosses the 
arc shows the value in natural log)

http://www.kingston.ac.uk/
http://www.metafor-project.org/doku.php/metafor
https://www.metafor-project.org/doku.php/plots:radial_plot
https://www.metafor-project.org/doku.php/plots:radial_plot
https://www.metafor-project.org/


Graphical Display of Study Heterogeneity (GOSH) Plot

Outlier Detection

http://www.kingston.ac.uk/
http://www.metafor-project.org/doku.php/metafor
https://onlinelibrary.wiley.com/doi/10.1002/jrsm.1053
https://onlinelibrary.wiley.com/doi/10.1002/jrsm.1053


Quantile-Quantile Plot 

Model Assessment

Evaluation of the Normality Assumption

In a Q-Q plot, two distributions are plotted against each 
other. If one of those is the standard normal distribution, 
it checks the fit of the observed distribution to normal 
distribution.

" If the observed data have a standard normal distribution, the 
points on the plot will fall close to the line X = Y and the plot 
should look like Figure 9 (on the right). " Note that all points fall 
within the 95% confidence bands.

http://www.kingston.ac.uk/
http://www.metafor-project.org/doku.php/metafor
http://www.metafor-project.org/doku.php/metafor
http://www-personal.umich.edu/~bbushman/wb98.pdf


Quantile-Quantile Plot 

Model Assessment

Evaluation of the Normality Assumption

"In meta-analysis, a distributional assumption for calculation of the confidence interval of the mean 
effect and prediction of the underlying effects of future studies"

"… methods estimating the mean effect and its confidence interval are relatively robust against 
nonnormality, estimation of prediction intervals is substantially influenced by nonnormal 
heterogeneity."

"Due to having different within-study standard errors in meta-analysis with heterogeneity, 
conventional methods for evaluating normality cannot be used directly, and standardization is 
needed."

"A normal Q-Q plot plots standardised effect sizes against the standard normal distribution to check 
goodness-of-fit"

"We recommend routine examination of the
normality assumption with the proposed framework in future meta-analyses."

http://www.kingston.ac.uk/
http://www.metafor-project.org/doku.php/metafor
http://www.metafor-project.org/doku.php/metafor
https://academic.oup.com/aje/article/189/3/235/5628897


Quantile-Quantile Plot 

Model Assessment

Evaluation of the Normality Assumption

" If the normality of effect sizes cannot be 
confirmed by Q-Q plot, the estimated summary 
effect size and its 95% CI as well is the prediction 
interval are not valid. In that case, advanced 
methods not assuming normal distribution should 
be used. "

http://www.kingston.ac.uk/
http://www.metafor-project.org/doku.php/metafor
http://www.metafor-project.org/doku.php/metafor
https://onlinelibrary.wiley.com/doi/10.1002/bimj.201800071


Quantile-Quantile Plot 

Model Assessment

Evaluation of the Normality Assumption

http://www.kingston.ac.uk/
http://www.metafor-project.org/doku.php/metafor
http://www.metafor-project.org/doku.php/metafor
https://www.metafor-project.org/doku.php/plots:normal_qq_plots


L'Abbe Plot

A L'Abbe plot plots the binary outcomes (like event 
rates) in the experimental/intervention group against 
the event rate in the control group, as an aid to 
exploring the heterogeneity of effect estimates within 
a meta-analysis (L'Abbé et al. 1987; Song, 1999). It 
allows comparison of study-specific event rates in the 
two groups (similar to comparison of effect sizes in 
forest plot).

Model Assessment

http://www.kingston.ac.uk/
http://www.metafor-project.org/doku.php/metafor
https://www.acpjournals.org/doi/10.7326/0003-4819-107-2-224
https://www.sciencedirect.com/science/article/pii/S0895435699000669
https://www.researchgate.net/profile/G-Weckmann/publication/286313905_A_practical_approach_to_reading_and_interpreting_meta-analyses/links/5964c17b458515183cfa8da1/A-practical-approach-to-reading-and-interpreting-meta-analyses.pdf
https://www.researchgate.net/profile/G-Weckmann/publication/286313905_A_practical_approach_to_reading_and_interpreting_meta-analyses/links/5964c17b458515183cfa8da1/A-practical-approach-to-reading-and-interpreting-meta-analyses.pdf


L'Abbe Plot

Model Assessment

http://www.kingston.ac.uk/
http://www.metafor-project.org/doku.php/metafor
https://www.metafor-project.org/doku.php/plots:labbe_plot
https://www.metafor-project.org/doku.php/plots:labbe_plot


Meta-analysis: Common Mistakes

http://www.kingston.ac.uk/
https://academic.oup.com/ejcts/article/53/4/708/4904224
https://academic.oup.com/ejcts/article/53/4/708/4904224


Meta-analysis: Common Mistakes

Table of Contents

YouTube

YouTube

http://www.kingston.ac.uk/
https://meta-analysis-books.com/
https://meta-analysis-books.com/
https://meta-analysis-books.com/pages/cmma/download/excerpt/Table%20of%20contents.pdf
https://meta-analysis-books.com/pages/cmma/download/excerpt/Table%20of%20contents.pdf
https://www.meta-analysis-workshops.com/download/common-mistakes2.pdf
https://www.youtube.com/watch?v=3_sbitgMeUg
https://www.youtube.com/watch?v=3_sbitgMeUg
https://www.meta-analysis-workshops.com/download/common-mistakes1.pdf
https://www.youtube.com/watch?v=PewCmsItvRY
https://www.youtube.com/watch?v=PewCmsItvRY


Meta-analysis: Common Mistakes

http://www.kingston.ac.uk/
https://training.cochrane.org/sites/training.cochrane.org/files/public/uploads/resources/downloadable_resources/English/CLL%20Common%20Error%20webinar%20slides.pdf


Meta-analysis: Common Mistakes

"Meta-analysts should refrain from inappropriate or 
unmeaningful application of funnel-plot asymmetry tests. 
Readers should not be misled that publication bias has been 
documented or excluded according to inappropriate use or 
interpretation of funnel plots."

"… simple double counting of the same studies, 
double counting of some aspects of the studies, 
inappropriate imputation of results, and assigning 
spurious precision to individual studies. "
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Meta-analysis: Good Practice

• Providing Sufficient Information of Included Studies
• Providing Information for Reproducibility of Meta-Analyses
• Using Appropriate Terminologies
• Double-Checking Presented Results
• Considering Alternative Estimators of Between-Study Variance
• Considering Alternative Confidence Intervals
• Reporting Prediction Intervals
• Assessing Small-Study Effects Whenever Possible
• Considering One-Stage Methods
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Meta-analysis: Good Practice
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Meta-analysis: Good Practice

http://www.kingston.ac.uk/
https://bmcbiol.biomedcentral.com/articles/10.1186/s12915-017-0357-7
https://onlinelibrary.wiley.com/doi/10.1111/j.1756-185X.2012.01712.x


Meta-Essentials_1.5_01.zip

Meta-analysis: Good Practice
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Meta-analysis: Good Practice
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https://academic.oup.com/eurheartj/article/35/47/3336/2293217
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Meta-analysis: Good Practice
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Reporting a Meta-analysis
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Reporting a Meta-analysis

http://www.kingston.ac.uk/
https://bmcbiol.biomedcentral.com/articles/10.1186/s12915-017-0357-7


Limitations of Meta-analysis
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And, Finally
What the Reviewers Will Be Checking
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And, Finally
What the Reviewers Will Be Checking
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Meta-analysis: Software
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Meta-analysis: Software
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Meta-analysis: Software
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https://journals.plos.org/ploscompbiol/article?id=10.1371/journal.pcbi.1006922
https://toptipbio.com/free-meta-analysis-software


http://www.meta-mar.com 

Meta-analysis with Meta-Mar (online)

http://www.meta-mar.com/
http://www.meta-mar.com/
http://www.meta-mar.com/meta
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Meta-analysis with Meta-Mar (online)
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Meta-analysis with Meta-Mar (online)
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Meta-analysis with Meta-Mar (online)
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Meta-analysis: Software
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R Package:  episheet

Meta-analysis with Excel

https://rdrr.io/cran/episheet/
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Meta-Essentials_1.5_01.zip

Meta-analysis with Excel
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Meta-analysis with RevMan
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Meta-analysis with JASP
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https://jasp-stats.org/meta-analysis-jasp/
https://www.rollapp.com/launch/jasp
https://jasp-stats.org/download/


https://www.jamovi.org/features.html 

Meta-analysis with jamovi (online)

https://www.jamovi.org/features.html
http://www.kingston.ac.uk/
https://www.jamovi.org/features.html


Meta-analysis with OpenMeta(Analyst)

http://www.kingston.ac.uk/
http://www.cebm.brown.edu/openmeta/
http://www.cebm.brown.edu/openmeta/download.html
http://www.cebm.brown.edu/openmeta/doc/openMA_help.html


Meta-analysis with MEDCALC (Free Trial)

https://www.medcalc.org/manual/meta-analysis-introduction.php
https://www.medcalc.org/manual/meta-generic.php
http://www.kingston.ac.uk/


https://www.scistat.com  

Meta-analysis with SciStat (online)

https://www.scistat.com/
http://www.kingston.ac.uk/
https://www.scistat.com/stats/statistics.php?id=1628


A Matlab Toolbox for all Stages of Meta-analysis

Meta-analysis with MetaLab
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https://www.frontiersin.org/articles/10.3389/fphys.2019.00203/full
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https://github.com/NMikolajewicz/MetaLab


Meta-analysis: Effect Size Calculator

Alternatively: 
use R package  metafor's effect size calculation function  escalc()

http://www.kingston.ac.uk/
https://www.campbellcollaboration.org/escalc/html/EffectSizeCalculator-Home.php


Further Reading

http://www.kingston.ac.uk/
https://training.cochrane.org/handbook/current


BMJ 1997/98: A Set of Six Articles (Egger et al)

Further Reading
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Further Reading
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Further Reading
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Papers by Egger M et al in Pubmed 

Further Reading

http://www.kingston.ac.uk/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3049418/
https://www.bristol.ac.uk/media-library/sites/social-community-medicine/documents/mpes/gmd-3-events-jan2021.pdf
https://pubmed.ncbi.nlm.nih.gov/?term=egger+M+meta-analysis+BMJ&sort=date&size=100
https://www.frontiersin.org/articles/10.3389/fphys.2019.00203/full
https://academic.oup.com/ejcts/article/53/4/708/4904224


Further Reading
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Further Reading
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Further Reading

Based on R package "meta"
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https://zums.ac.ir/files/socialfactors/files/Meta-Analysis_with_R-2015.pdf


Further Study
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End of Part 1 of 2
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A Meta-analysis Primer
Theory & Practice (with R)

Mehmet Tevfik DORAK, MD PhD
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Part 2 of 2

http://www.dorak.info/r/
http://www.dorak.info/mtd/cv.pdf
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Meta-analysis
What is R?
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Meta-analysis in R
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https://rpubs.com/gilbertlzrus/meta-analysis-in-R


Meta-analysis in R
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Meta-analysis in R
metafor
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Meta-analysis in R
metafor
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Meta-analysis in R
metafor
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http://www.metafor-project.org/doku.php/features
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Meta-analysis in R
metafor

• The metafor package provides a comprehensive collection of functions for conducting meta-analyses in R
• It can be used to calculate various effect size or outcome measures and then allows the user to fit fixed- 

and random-effects models to these data
• For meta-analyses of 2×2 tables, proportions, incidence rates, and incidence rate ratios, the package 

provides functions that implement specialized methods
• Various methods are available to assess model fit, to identify outliers and/or influential studies, and for 

conducting sensitivity analyses (e.g., standardized residuals, Cook's distances, leave-one-out analyses)
• Due to its efficiency, weighted estimation with inverse-variance weights is the preferred method for 

random-effects models
• The package provides functions for creating forest, funnel, radial (Galbraith), normal quantile-quantile, 

L'Abbé, Baujat, bubble, and GOSH plots 
• The presence of funnel plot asymmetry and its impact on the results can be examined via the (Begg's) 

rank and Egger's regression test, the trim and fill method, and by applying a variety of selection models

• The rma.uni function can be used in conjunction with any of the usual effect size or outcome 
measures used in meta-analyses (which can be computed using the escalc function)

• The Mantel-Haenszel method is implemented in the rma.mh function for studies providing data in the 
form of 2×2 tables or in the form of event counts for two groups

http://www.kingston.ac.uk/
http://www.metafor-project.org/doku.php/metafor
https://wviechtb.github.io/metafor/reference/metafor-package.html
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Meta-analysis in R
metafor
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Meta-analysis in R
metafor

http://www.kingston.ac.uk/
http://www.metafor-project.org/doku.php/metafor
http://www.seec.uct.ac.za/meta-analysis
http://www.seec.uct.ac.za/meta-analysis


Meta-analysis in R
metafor: input data

escalc()

Script file: meta_analysis.R (link for download)
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https://wviechtb.github.io/metafor/reference/escalc.html
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Meta-analysis in R

Outcome: Quantitative (days)
Effect size: Differences between means 

metafor: input data
escalc()

http://www.kingston.ac.uk/
http://www.metafor-project.org/doku.php/metafor
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Meta-analysis in R
metafor: input data

escalc()

# Meta-analysis with SMDs

library(metafor)

# copy data into 'data' and examine data

data <- dat.normand1999

data

# using the escalc() function, calculate mean differences and corresponding sampling variances

data <- escalc(measure="MD", m1i=m1i, sd1i=sd1i, n1i=n1i, m2i=m2i, sd2i=sd2i, n2i=n2i, data=data, 

slab=source)

data # last two columns are the calculated yi and vi values  

# meta-analysis of mean differences using a random-effects model

result <- rma(yi, vi, data=data)

result

# using the escalc() function, calculate standardised mean differences (SMD) and corresponding sampling 

variances

data <- escalc(measure="SMD", m1i=m1i, sd1i=sd1i, n1i=n1i, m2i=m2i, sd2i=sd2i, n2i=n2i, data=data, 

slab=source)

data # last two columns are the calculated yi and vi values  

# meta-analysis of mean differences using a random-effects model

result <- rma(yi, vi, data=data)

result

# plots

forest(result)

funnel(result)

# TRY THIS:

forest(result, addpred = TRUE, order = "obs", showweights = TRUE, header = TRUE, transf = exp) 

           # ordered by observed effect sizes of included studies

http://www.kingston.ac.uk/
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Meta-analysis in R

Outcome: Count data (events)
Effect size: Odds/Risk ratio

metafor: input data
escalc()

http://www.kingston.ac.uk/
http://www.metafor-project.org/doku.php/metafor
http://www.metafor-project.org/doku.php/metafor
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Meta-analysis in R
metafor: input data

escalc()

# Meta-analysis with risk ratios

library(metafor)

# copy data into 'data' and examine data

data <- dat.bcg

data

# using the escalc() function, calculate log risk ratios and corresponding sampling variances

  # same with odds ratios (OR) by changing measure= to "OR")

data <- escalc(measure="RR", ai=tpos, bi=tneg, ci=cpos, di=cneg, data=data, slab=author)

data # last two columns are the calculated yi and vi values

# meta-analysis of risk reatios using a random-effects model

result <- rma(yi, vi, data=data)

result

# average risk ratio with 95% CI

predict(result, transf=exp)

# plots

forest(result)

funnel(result)

# TRY THIS:

forest(result, addpred = TRUE, order = "obs", showweights = TRUE, header = TRUE, transf = exp) 

           # ordered by observed effect sizes of included studies
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Meta-analysis in R

Outcome: Correlation
Effect size: Correlation coefficient

metafor: input data
escalc()

http://www.kingston.ac.uk/
https://wviechtb.github.io/metafor/reference/escalc.html
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Meta-analysis in R
metafor: input data

escalc()

# Meta-analysis with correlation coefficients

library(metafor)

# copy data into 'data' and examine data

data <- dat.mcdaniel1994 

data

# calculate r-to-z transformed correlations and corresponding sampling variances

data <- escalc(measure="ZCOR", ri=ri, ni=ni, data=data, slab=study)

# meta-analysis of the transformed correlations using a random-effects model

result <- rma(yi, vi, data=data)

result

# plots

forest(result)

funnel(result)

# TRY THIS:

forest(result, addpred = TRUE, order = "obs", showweights = TRUE, header = TRUE, transf = exp) 

           # ordered by observed effect sizes of included studies
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Meta-analysis in R

In studies using time-to-event outcomes (survival studies), 
the hazard ratio is the effect size, and the generic inverse variance method is the 

preferred approach for meta-analysis.

The input data for such studies if the natural log (ln) of HR and natural log (ln) of its 

standard error (square root of its variance). These are called yi and vi, respectively 
by some R packages (metafor and meta).

For an online example, see: https://www.scistat.com/stats/statistics.php?id=1628
Choose Example file - Meta-analysis - Generic mc1

Generic inverse variance method

http://www.kingston.ac.uk/
https://www.scistat.com/stats/statistics.php?id=1628
http://www.metafor-project.org/doku.php/metafor
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Meta-analysis in R
Generic inverse variance method
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Meta-analysis in R
metafor: meta-analysis with hazard ratios

A meta-analysis using hazard ratios and 95% confidence intervals
# Data from Steurer et al. (2006)

# https://www.cochranelibrary.com/cdsr/doi/10.1002/14651858.CD004270.pub2/full

# Create vectors for the hazard ratios and 95% CI lower and upper limits from each study

study <- c("FCG on CLL 1996", "Leporrier 2001", "Rai 2000", "Robak 2000")

HR <- c(0.55, 0.92, 0.79, 1.18)

lower.HR <- c(0.28, 0.79, 0.59, 0.64)

upper.HR <- c(1.09, 1.08, 1.05, 2.17)

data <- cbind(study, HR, lower.HR, upper.HR)

data <- as.data.frame(data)

data$HR=as.numeric(data$HR); data$lower.HR=as.numeric(data$lower.HR); data$upper.HR=as.numeric(data$upper.HR)

# Calculate yi and vi from the HR and 95% CI values entered into the data frame created above

data$yi = log(data$HR)

data$vi = ((log(upper.HR) - log(lower.HR))/3.92)^2

data

library(metafor)

# Run meta-analysis:

result <- rma.uni(yi = data$yi, vi = data$vi, slab = study) 

result

# Generate plots based on the R object 'results'

plot(result, addpred = TRUE, showweights = TRUE, header = TRUE, transf = exp, qqplot = TRUE) 

  # or: forest and funnel plots can be generated separately:

forest(results, addpred = TRUE, order = "obs", showweights = TRUE, header = TRUE, transf = exp) 

      # ordered by observed effect sizes of included studies

funnel(result)

funnel(result, level = c(90, 95, 99), shade = c("white", "gray55", "gray75"), refline = 0, 

       legend = TRUE)  # contour-enhanced funnel plot

# trimfill method for assessing publication bias

trimfill(result)   
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Meta-analysis in R
metafor: meta-analysis with hazard ratios

A meta-analysis using hazard ratios and 95% confidence intervals
Cont…

# Statistical assessment of publication bias (funnel plot asymmetry):

ranktest(result)

regtest(result)

tes(result)      # test of excess significance "tes"

install.packages("numDeriv")

library(numDeriv)

sel <- selmodel(result, type="power")  # fitting selection models (selmodel) to identify the model of 

        # potential publication bias in a meta-analysis

sel        # displays the selection model test result
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Meta-analysis in R

R Package

http://www.kingston.ac.uk/
https://dmetar.protectlab.org/
https://bookdown.org/MathiasHarrer/Doing_Meta_Analysis_in_R/
https://dmetar.protectlab.org/articles/dmetar.html
https://dmetar.protectlab.org/articles/dmetar.html


Meta-analysis in R
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Meta-analysis in R

Dataset used

R code
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Meta-analysis in R

The R command used for analysis is 
provided in the Supplementary Material, 
Appendix S1.
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Meta-analysis in R
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Link for this YouTube video: https://www.youtube.com/watch?v=OtuNtK02yaQ 
Link for PPTx: https://osf.io/b84vk/download 
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Meta-analysis in R

Script: 
meta_analysis.R @ http://www.dorak.info/r  
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